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Abstract 

Cloud computing provides flexibility and scalability to enterprises but also poses devastating threats such as data leakage and 

unauthorized access. This study presents a prototypical security framework of a hybrid cloud system that combines the use of machine 

learning-based anomaly detection and cryptographic techniques regarding the confidentiality, integrity, and availability (CIA) of dynamic 

cloud storage to preserve data integrity. The framework uses Random Forest (RF) feature selection and Deep Neural Networks (DNN) to 

detect anomalies and design a real-time, scalable framework to identify suspicious behavior, supported by a hybrid cryptographic model 

using Attribute-Based Encryption (ABE) and lightweight algorithms. It is CICIDS2017 and UNSW-NB15 validated and is deployed in 

AWS and Azure testbeds. Hybrid implemented a high detection rate (98.3 percent) and a low false positive rate (1.2%), and cryptographic 

operations had an average loading of 4.3 ms/MB. The hybrid model showed better results when compared to standalone RF (95.8%) and 

DNN (97.6%). Comparisons with other recent articles prove that performance is competitive, although some articles reported accuracy 

rates above 99.9%. The results establish that the hybrid solution provides high detection, effective cryptography, and great scalability in 

the context of a multi-cloud environment. Banking, healthcare enterprises and government agencies are examples of enterprises that can 

implement this framework to limit the risks and realize secure real-time operation. It is possible that future studies can develop quantum-

resistant cryptography and federated learning combinations. 
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I. INTRODUCTION 

The adoption of cloud computing has been increasing at a 
high rate as organizations take advantage of it to manage data 
easily on a large scale. Nevertheless, modern, moving cloud 
environments still have to wrestle with threats such as data 
breaches, ransomware, insider threats, and denial-of-service 
(DoS) attacks. The current solutions tend to be specific to the 
implementation choice (encryption or anomaly detection), and 
they are not flexible with respect to a real-world multi-cloud 
deployment. Cloud computing has changed the entire 
technological assemblage, ensuring data storage and processing 
with unprecedented scalability, flexibility, and efficiency. This 
transformational technology gives the organizations the ability 
to handle the variety of the data with ease, which provides them 
some cost benefits as well as improved operational efficiency 
[1]. Adoption of cloud platforms also brings in some critical 
security vulnerabilities. This includes data breaches and 
unauthorized access, as well as sophisticated cyberattacks that 

undermine the integrity of information, its confidentiality, and 
its availability [1, 2]. More of the problem comes from the 
constantly changing and spread-out cloud environments where 
probabilistic attacks can occur. To protect data on the blockchain 
and keep the system running smoothly, we need new and strong 
solutions [3, 4]. 

In response to these problems, the research presented in this 
paper introduces a novel real-time automatic cloud storage 
framework and the detection and analysis of suspicious 
activities. The proposed framework uses secure cloud-native 
architectures, advanced cryptographic techniques, and machine 
learning-based anomaly detection algorithms [5]. This creates a 
holistic approach to securing data while maintaining system 
performance, with the primary aim of delivering scalable and 
secure cloud security solutions [6]. In addition to these things, 
the framework bridges the gap between new ideas in 
cryptography and how they can be used in real-world cloud 
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environments that change all the time by providing a proactive 
way to deal with real-time security threats [7, 8]. 

Three main objectives are targeted by this research. It then 
attempts to build a real-time automatic cloud storage system that 
is able to detect, analyse, and identify suspicious activity with 
high precision. Second, the research attempts to use state-of-the-
art cryptographic techniques designed for the modern cloud 
world to guard data integrity and confidentiality. Furthermore, 
real-world datasets and scenarios validate the proposed 
framework, demonstrating its applicability across various cloud 
platforms and configurations. So, these goals are in line with the 
problems that important businesses have been pointing out as 
they try to move to cloud technologies while keeping their 
important data safe from complex threats. [9, 12]. 

This study looks at the design, implementation, and 
evaluation of a secure cloud framework that relieves the burden 
of data security in real-time scenarios [13]. Instead of using 
reactive measures like most systems do, the proposed 
framework takes a proactive approach by combining real-time 
monitoring with algorithms that look for problems [14]. It helps 
the identification and tackling of threats before they jeopardize 
the system. Some organizations, like banks, healthcare 
providers, and government agencies, deal with sensitive data, so 
these features are especially important because security breaches 
can have very bad effects on those organizations [13–16]. 

This research is useful because it is able to present a scalable 
and efficient solution to this problem that follows the stringent 
security requirements of the world. Modern machine learning 
algorithms and cryptographically sound methods are used 
together in the framework to find and stop security threats very 
accurately [17]. Moreover, secure cloud architecture that 
includes infrastructure, processes, and stored data removes all 
possibility of data breach regardless of how sophisticated a 
cyberattack may be [18, 19]. Cutting-edge technologies were 
used in this integration to make a strong and dependable way to 
keep cloud systems safe that addresses the shortcomings of 
previous approaches [17–20]. 

The organization of this paper is as follows: In Section 2, a 
review of related work on cloud security is given: existing 
frameworks are examined, and their limitations are pointed out. 
In section 3, the proposed framework is described in terms of 
architecture design and components. Section 4 describes the 
work flow for implementation and evaluation; Part 5 provides 
results and analyses. Finally, Section 6 summarizes the paper's 
findings and gives directions for future research. 

Overall, this research makes a contribution to the field of 
cloud computing by proposing a novel framework that combines 
cryptographic techniques, machine learning-based anomaly 
detection, and secure architectures [25, 26]. This approach 
provides data integrity, confidentiality, and availability, thereby 
addressing the existing issues in cloud security in a scalable and 
efficient manner. This makes the framework more secure and 
resilient to cloud computing systems, where enterprises can still 
work with confidence in the modern digital era [27-30]. 

A. Motivation and Problem Statement 

In recent years, the use of cloud computing has seen 
explosive growth, as it has the power to offer on-demand 

resources and also reduce operational costs. In fact, there has 
been a rapid adoption of this tech accompanied by an increased 
plethora of sophisticated cyber threats: ransomware attacks, 
insider threats [30-34], to name a few. Traditionally, security 
measures are good enough only for static and localized systems 
and are far behind when dealing with dynamic cloud 
environments. This indeed underlines the necessity for creative 
solutions that can overcome the peculiar issues introduced by 
cloud platforms [35, 36 & 38]. These challenges are what 
motivate this research: to take advantage of the progress made 
in cryptography, anomaly detection, and cloud-native 
technologies to create a full security framework. First of all, the 
proposed methodology not only removes the existing 
vulnerabilities but also anticipates the future threats, which 
provides long-term reliability and resilience [39-42]. Although 
there have been advances in anomaly detection and 
cryptographic algorithms, there are still problems of false 
positives, the high computational costs, and limited adaptability. 
There is no standard framework that combines cryptography, 
anomaly detection and scalability, thus enterprises lack adequate 
protection. 

B. Objectives 

• A real-time hybrid security model with both 
anomaly detection and cryptography approaches. 

• Evaluate framework performance based on open 
databases and cloud testbeds. 

• Compare performance with the state of the art. 

C. Novelty and Contributions 

The innovation is that the RF + DNN anomaly detection is 
integrated with a hybrid ABE-lightweight cryptographic method 
and tested on AWS and Azure to support multi-cloud scalability. 
In contrast to other previous frameworks, it offers a trade-off 
between practical accuracy (98.3%), low cryptographic 
overhead (4.3 ms/MB), and scalability for large deployments. 
Contributions: 

• A reduced false positives hybrid  anomaly detection 
model. 

• A cryptographic scheme composed of several 
layers that combines ABE with lightweight 
encryption. 

• Validations on the AWS and Azure testbeds. 

• Practical information on limitations, managerial 
implications, and future research. 

 

II. RELATED WORK 

This section provides a thorough literature survey of existing 
studies in the related field. The literature survey helped in 
finding the research gaps and defining the objectives of this 
research. 

A. Cryptographic Techniques for Secured Cloud Storage 

Cryptographic methods ensure the confidentiality, integrity, 
and authenticity of data in the cloud. Fine-grained access control 
has increased interest in attribute-based encryption (ABE), 
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introduced by Wan and Deng [1]. Indeed, the scalability in real-
time application contexts suffers from computational overhead 
and dependency on trusted third parties. Algorithms introduced 
by Thabit et al. [2] offer reduced computational complexity. 
Such algorithms are especially suitable for resource-constrained 
environments but may lack performance characteristics that 
negate some of the more advanced cyber threats [3]. 
Comparative analysis of cryptographic techniques, highlighting 
performance, scalability, and security, is shown in Figure 1. 

 

Fig. 1.  Comparative analysis of cryptographic techniques highlighting 

performance, scalability, and security (Adopted from: Almalawi et al., 

[56]) 

Gentry [3] explored homomorphic encryption, which allows 
computations for encrypted data, keeping it private even during 
processing. Despite its promise, latency and resource 
consumption are too high for this to be used in real time. 
Recently, there have already been some steps forward toward 
blockchain-integrated cryptographic protocols for decentralized 
cloud environments [4]. While such protocols increase 
transparency and reduce the risk of single points of failure, they 
require an efficient consensus mechanism to maintain 
performance. The security of existing cryptographic techniques 
is high but usually not scalable or real-time adaptable [5]. The 
integration of lightweight cryptography can address the 
limitations of these architectures. A figure can help illustrate the 
meaning and trade-offs of cryptographic approaches [6, 7]. 

B. Anomaly Detection in Cloud Environment 

The dynamic nature of cloud environments necessitates 
robust anomaly detection mechanisms. Recent studies have 
demonstrated the effectiveness of ML and DL techniques in 
real-time anomaly detection. Later, Nguyen et al. [5] showed 
that deep learning models are able to distinguish cyberattacks 
with very high accuracy — over 90%. The downside of such an 
approach is that their approach shall be very reliant on a labeled 
dataset, which is usually not available in real-world scenarios. 
Clustering and autoencoders [6] are two methods that can help 
with this problem's limitations. However, they can make things 
harder to use in complex environments because they can give 
false positives. 

As mentioned by Zhou et al. [7], ensemble learning 
techniques help in increasing the detection accuracy through the 
combined use of multiple models. Depending on what is a 
good—or even reasonable—way to set the parameter, these 
methods provide different perspectives to look for anomalies 

again, which makes them stronger. Nevertheless, computational 
cost is still a constraint in a multi-cloud setup. Similarly, 
researchers have proposed transfer learning for anomaly 
detection in a heterogeneous cloud environment [8]. While this 
approach requires fewer training data, contextual differences 
may limit generalization. ML and DL techniques contribute to 
anomaly detection, but challenges like data scarcity, false 
positives, and computational overhead exist. Future research can 
focus on hybrid methods that combine supervised and 
unsupervised techniques to enhance adaptability [9, 10 & 14]. 

C. Challenges in Ensuring Data Integrity 

Cloud computing is important because it brings issues of 
data integrity in multi-cloud and hybrid environments. Provable 
Data Possession (PDP), introduced by Ateniese et al. [9], a 
technique that permits periodic checking of the integrity of the 
dataset without reading the whole dataset. While PDP schemes 
are effective, their inherent real-time nature limits their 
application to static environments. Shen et al. [10] articulate that 
integrity auditing mechanisms, using cryptographic hash 
functions, can address this issue effectively. Regarding large 
datasets, though, these methods are very resource-intensive, and 
the Architecture of a blockchain-enabled data integrity 
framework is shown in Figure 2. 

 

Fig. 2. Architecture of a blockchain-enabled data integrity framework (Adopted 

from: Ramachandran et al., [49]) 

Researchers have previously investigated blockchain 
technology for data integrity assurance [16]. The blockchain 
nature of accommodating data ensures that unauthorized data 
modifications are preventable. However, adding blockchain to 
high-volume cloud storage systems creates scalability 
challenges. The scalability issues of the blockchain research [19, 
21, 22, 23, 24 & 28], which proposes the correct combination of 
public and private blockchains, have shown promise in 
addressing them. However, while existing data integrity 
techniques are effective, they often lack real-time adaptability 
and scalability. A possible solution to the problem could be to 
integrate blockchain with real-time auditing mechanisms [43, 
44]. 
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D. Emerging Trends and Opportunities 

New avenues of enhancing cloud security: Emerging trends 
such as federated learning and edge computing make up for such 
contributions [45, 46 & 47]. By not exchanging raw data via 
federated learning, the privacy of each user can be protected in 
the model training process [47]. Federated learning can facilitate 
a more accurate detection while ensuring the confidentiality of 
all the data. However, edge computing aims to reduce latency 
and improve real-time capacity by bringing computational 
resources closer to the data source [48, 49]. 

 

Fig. 3. Overview of Emerging Trends in Cloud Security and their Applications 

Figure 3 plots the integration of quantum cryptography in 
cloud security as another promising area. Quantum key 
distribution (QKD) provides theoretically unbreakable 
encryption so one can be sure that the data is confidential even 
when under quantum computing threats [48, 49]. Unfortunately, 
QKD still happens in its infancy in the cloud space the 
implementation is still difficult in that regard, there are issues of 
high cost, and high infrastructure needs. Notwithstanding the 
issues mentioned above, the current limitations can be addressed 
by emerging technologies such as federated learning, edge 
computing, and quantum cryptography, which, although 
promising, require further investigation for practical deployment 
[49, 50]. 

E. Limitations of Existing Work 

Prior works achieved high detection rates but faced 
scalability limitations. For instance: 

• Kamal & Mashaly (2025) reported 99.98% 
detection accuracy using enhanced hybrid DL 
models. 

• Chliah Hanane et al. (2023) achieved 99.94% with 
Spark-based ML models. 

• Nguyen et al. (2018) achieved >90% using deep 
learning but required large labeled datasets. 

• Attribute-Based Encryption (Wan & Deng, 2011) 
ensured fine-grained access control but lacked 
efficiency. 

TABLE I.  COMPARISON TABLE: EXISTING VS PROPOSED 

Study Approach Accuracy Limitations 

Kamal & 
Mahsaly (2025),  

Hybrid Deep 
Learning (Two-
stage) 

99.98% High 
Computational Cost 

Chliah Hanane 
et al. (2023) 

Spark + Hybrid 
ML 

99.94% Limited 
generalization 

Nguyen et al. 
(2018) 

DNN anomaly 
detection 

92%+ Reliance on labeled 
data 

Proposed 
Framework 

RF + DNN + 
Hybrid 
Cryptography 

98.3% Slightly lower 
accuracy but better 
scalability, 
cryptographic 
efficiency 

The comparison Table I demonstrates that state-of-the-art 
models have a higher detection rate, but the proposed framework 
is a reasonable trade-off between accuracy and scalability, low 
cryptographic overhead, feasibility of deployment in real-world 
conditions. While solutions to overcome the threats associated 
with a dynamic cloud environment are progressing, existing 
ones often do not address these unique challenges. In fact, most 
cryptographic methods devote more time to security and 
sacrificing performance, and anomaly detection systems face a 
high false positive rate. Data integrity techniques, though robust, 
lack real-time adaptability, especially in multi-cloud scenarios 
[51, 52]. 

Zhang et al. [15] emphasized the need to integrate these 
components into a unified framework. Despite that, achieving 
seamless integration, however, comes with the problem of 
interoperability, scalability, and computational efficiency. The 
lack of standardized protocols, which get in the way of the 
operational tendency of holistic security arrangements of the 
rules, made these trials even more difficult [53]. Existing 
frameworks show clear signs of being fragmented, and what 
seems required is a unified approach that has the only security, 
only performance, or only adaptability [54]. 

Investigation highlight existing work in the fields of 
cryptographic technique, anomaly detection, and data integrity 
mechanism for cloud environments [55]. These innovations 
have substantially helped improve cloud security in data 
confidentiality, unauthorized access, and intrusion detection. 
However, unaddressed critical gaps prevent current solutions 
from being effective and scalable in real-world applications [55, 
56]. 

At the same time, scalability is one of the most prominent 
gaps. Most of these approaches have failed because of the 
complexity that multi-cloud environments bring and because 
workloads generate quite a lot of data. However, this limitation 
provides a major hurdle for their deployment in large-scale 
enterprise systems. That is to say, it is still difficult to be 
adaptable in real time [56]. Though some methods can 
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potentially detect anomalies or protect data, they are not suitable 
to be used in real time, thereby degrading their use in highly 
changing cloud environments [56, 57]. 

The second is that there is no integration between the 
different cloud security mechanisms. Currently, frameworks 
take a fragmented view of security and strive to solve security 
issues with only encryption or anomaly detection [57]. Surveys 
of cloud security also reveal serious constraints of stability, 
scalability and data security in the present cloud models[58] . 
Complementary research developed phishing detection based on 
deep learning methods [58] and optimized intrusion detection 
based on hybrid models [60]. Nevertheless, there are still 
difficulties in flexibility and real-time implementation. Our 
hybrid framework will deal with them with the combination of 
cryptography, anomaly detection, and multi-cloud validation, 
which will provide scalable and practical solutions. The lack of 
a classroom method, however, hinders experts from picking a 

coordinated and the best way against innovative cyber 
absorbencies. Furthermore, there are no standardized protocols 
being used for the cloud security, which greatly hinders the 
practicality of a complete solution as there contradicts structures 
in how security is being applied to each adopted cloud platform. 

To solve these problems, this research comes up with a 
complete system that combines cutting-edge cryptography 
methods with real-time anomaly detection algorithms and a 
blockchain-based data integrity mechanism. This approach 
designs its integration to alleviate any scalability limitations, 
enhance real-time adaptability, and operate seamlessly in a 
multi-cloud environment. Further, the framework ensures 
compliance with global data security standards and opens up a 
new way to have secure and scalable cloud solutions that are 
adequate and can adapt to the growing needs of contemporary 
enterprises. 

 

TABLE II.  LITERATURE REVIEW TABLE 

Author and 

Publication 

Year 

Area of the 

Research 

Methodology 

Used 

Outcomes 

(Novelty & 

Results) 

Advantages Drawbacks Applications References 

(IEEE) 

Wan & 

Deng (2011) 

Attribute-

based 

encryption for 

cloud security 

Attribute-based 

encryption (ABE) 

for securing data 

access and sharing 

in cloud 

environments 

Novel 

cryptographic 

approach ensuring 

fine-grained access 

control. Results 

demonstrated 

reduced 

computational 

overhead compared 

to traditional 

methods. 

Provides fine-

grained access 

control; efficient 

for secure data 

sharing 

High dependency 

on computational 

resources for key 

management 

Secure data 

sharing and 

collaboration in 

enterprise cloud 

environments 

[1] Y. Wan and R. 

Deng, "Attribute-

based 

encryption," 

2011. 

Thabit et al. 

(2021) 

Lightweight 

cryptographic 

algorithms 

Development of 

lightweight 

cryptographic 

schemes for 

resource-

constrained 

devices 

Novel lightweight 

encryption with low 

computational and 

memory 

requirements. 

Demonstrated 

strong resistance 

against attacks and 

efficiency on IoT 

devices. 

Highly suitable 

for IoT and 

mobile 

environments; 

low 

computational 

cost 

Limited 

scalability for 

high-throughput 

applications 

IoT device 

communication 

and mobile 

security systems 

[2] M. Thabit et 

al., "Lightweight 

cryptographic 

algorithms," 

2021. 

Nguyen et 

al. (2018) 

Anomaly 

detection in 

cloud 

environments 

Deep learning 

models for 

detecting 

suspicious 

activities in real 

time 

Improved detection 

rates of 

cyberattacks with 

an F1 score of 92%. 

Novel use of deep 

neural networks 

(DNN) in anomaly 

detection. 

High accuracy 

in detecting 

anomalies; 

adaptable for 

dynamic cloud 

environments 

Dependency on 

labeled datasets 

for model 

training 

Real-time 

monitoring and 

intrusion 

detection for 

cloud platforms 

[3] T. Nguyen et 

al., "Deep 

learning for 

anomaly 

detection," 2018. 

Ateniese et 

al. (2011) 

Data integrity 

in cloud 

environments 

Provable Data 

Possession (PDP) 

framework for 

Novel PDP protocol 

demonstrated to 

detect unauthorized 

data manipulations. 

Reduced overhead 

Efficient for 

integrity 

verification of 

large datasets; 

requires 

Not adaptable for 

real-time 

applications in 

Data integrity 

verification for 

cloud storage 

systems 

[4] G. Ateniese et 

al., "Provable 

data possession," 

2011. 
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verifying integrity 

of outsourced data 

in verifying large 

datasets. 

minimal client-

side storage 

multi-cloud 

settings 

Shen et al. 

(2018) 

Integrity 

auditing in 

cloud 

environments 

Distributed 

auditing 

framework 

leveraging 

blockchain for 

integrity 

verification 

Achieved 

decentralized 

integrity 

verification using 

smart contracts. 

Results showed 

higher transparency 

and immutability of 

integrity logs. 

Decentralized 

and tamper-

proof 

mechanism; 

ensures 

transparency 

Relatively higher 

computational 

cost for on-chain 

operations 

Integrity auditing 

in financial and 

healthcare 

systems 

[5] J. Shen et al., 

"Blockchain-

based auditing," 

2018. 

Francis et al. 

(2018) 

Data security 

compliance in 

cloud 

computing 

Framework for 

aligning cloud 

security policies 

with global 

standards 

Proposed an 

adaptable 

framework for 

compliance with 

global data 

protection 

regulations. 

Increased 

operational 

efficiency for 

secure cloud 

solutions. 

Facilitates 

regulatory 

compliance; 

reduces 

administrative 

burden 

Requires 

constant updates 

to meet evolving 

regulations 

Enterprise cloud 

adoption under 

compliance 

requirements 

[6] E. Francis et 

al., "Cloud 

security 

compliance," 

2018. 

Soveizi et al. 

(2023) 

Advanced 

anomaly 

detection 

Hybrid approach 

integrating 

supervised and 

unsupervised 

learning 

Achieved higher 

accuracy in 

detecting zero-day 

vulnerabilities. 

Novel combination 

of algorithms 

reduced false 

positives by 30%. 

Effective for 

detecting zero-

day attacks; 

reduces false 

alarms 

High 

computational 

cost for hybrid 

model training 

Cyberattack 

prevention in 

mission-critical 

applications 

[7] H. Soveizi et 

al., "Hybrid 

anomaly 

detection," 2023. 

Ye et al. 

(2017) 

Adaptive 

cloud security 

Dynamic security 

framework 

leveraging 

adaptive resource 

allocation for 

threat 

management 

Demonstrated 

improved response 

times for mitigating 

threats. Novel 

methodology 

increased resource 

utilization 

efficiency by 25%. 

Real-time 

adaptability; 

efficient 

resource 

allocation 

Complex 

implementation 

requiring high 

levels of 

automation 

Cloud security 

management for 

enterprise 

systems 

[8] Y. Ye et al., 

"Adaptive cloud 

security 

framework," 

2017. 

Zhang et al. 

(2020) 

Secure multi-

cloud 

architecture 

Cryptographic 

techniques 

integrated with 

multi-cloud 

configurations 

Proposed 

architecture 

achieved enhanced 

data availability and 

confidentiality. 

Results showed 

20% improvement 

in fault tolerance. 

Supports fault 

tolerance and 

high 

availability; 

prevents single 

points of failure 

Relatively high 

deployment 

complexity 

Secure multi-

cloud 

deployment in 

enterprise 

environments 

[9] Q. Zhang et 

al., "Secure multi-

cloud 

architecture," 

2020. 

Li et al. 

(2019) 

Real-time 

anomaly 

detection 

Federated 

learning-based 

anomaly detection 

for distributed 

cloud systems 

Achieved privacy-

preserving anomaly 

detection with an 

accuracy of 95%. 

Novel integration of 

federated learning 

improved security 

Preserves data 

privacy; 

achieves high 

detection 

accuracy 

High 

communication 

overhead for 

federated model 

training 

Real-time 

monitoring for 

decentralized 

cloud systems 

[10] K. Li et al., 

"Federated 

anomaly 

detection," 2019. 
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without sharing raw 

data. 

Ahamad et 

al. (2022) 

Blockchain for 

cloud security 

Blockchain-based 

access control and 

integrity 

verification 

mechanisms 

Results 

demonstrated 

tamper-proof access 

control policies 

with reduced risk of 

unauthorized data 

access. 

Tamper-proof 

integrity 

verification; 

secure access 

control 

  cost for 

consensus 

mechanisms 

Cloud storage 

and data integrity 

verification 

systems 

[11] S. Ahamad et 

al., "Blockchain 

in cloud 

security," 2022. 

Sharma et al. 

(2022) 

Lightweight 

anomaly 

detection 

Resource-

efficient anomaly 

detection 

algorithms for 

low-power 

systems 

Developed energy-

efficient models 

with detection 

accuracy of 87%. 

Reduced 

computational cost 

while maintaining 

acceptable 

accuracy. 

Suitable for 

resource-

constrained 

environments; 

low power 

consumption 

Lower accuracy 

compared to 

deep learning 

models 

IoT security and 

low-power cloud 

monitoring 

systems 

[12] R. Sharma et 

al., "Energy-

efficient anomaly 

detection," 2022. 

Alharbi et al. 

(2020) 

Cloud-native 

anomaly 

detection 

frameworks 

Integration of 

Kubernetes-native 

tools for security 

monitoring 

Novel cloud-native 

solution integrating 

tools like 

Prometheus and 

Grafana for real-

time monitoring. 

Achieved 

significant 

reductions in 

response time to 

threats. 

Seamless 

integration with 

existing cloud-

native 

environments; 

improved 

response times 

Limited 

scalability for 

highly dynamic 

environments 

Cloud-native 

security for 

Kubernetes-

based 

deployments 

[13] F. Alharbi et 

al., "Cloud-native 

security 

frameworks," 

2020. 

Rahman et 

al. (2021) 

AI-based 

anomaly 

detection in 

clouds 

Reinforcement 

learning for 

dynamic anomaly 

detection in cloud 

systems 

Improved system 

adaptability with an 

average detection 

time reduction of 

15%. Novel use of 

reinforcement 

learning ensured 

higher accuracy in 

changing 

conditions. 

Highly adaptive 

to dynamic 

environments; 

reduced 

detection times 

Requires 

significant 

computational 

resources for 

continuous 

learning 

AI-based 

security 

management for 

dynamic cloud 

platforms 

[14] M. Rahman 

et al., 

"Reinforcement 

learning for 

anomaly 

detection," 2021. 

Iqbal et al. 

(2019) 

Secure data 

storage and 

sharing 

Implementation of 

hybrid 

cryptographic 

techniques 

Achieved high 

levels of data 

confidentiality and 

access control. 

Novel hybrid 

approach reduced 

encryption times by 

30%. 

Efficient for 

both data 

storage and 

sharing; reduced 

encryption 

overhead 

Limited 

scalability for 

extremely large 

datasets 

Secure document 

sharing for 

enterprise 

environments 

[15] N. Iqbal et 

al., "Hybrid 

cryptographic 

techniques," 

2019. 

Table II provides a complete analysis of the most significant 
transformations in cloud security, cryptography, anomaly 
detection, and data integrity on the basis of the key findings of 
some of the studies. Collectively, these papers provide the 
argument of powerful security, scaling and elasticity 
methodologies of cloud computing environments. Some 
research [1, 2, 7, 8] has examined the use of various kinds of 

cryptography, including attribute-based encryption and 
lightweight schemes that maintain privacy in data and minimize 
the volume of computation required to be carried out on the 
computer. Meanwhile, corresponding papers like [9, 12] already 
present the use of real-time detectors of anomalies using 
machine learning and deep learning to enhance accuracy of 



Himanshu and Arri/ Journal of Applied Science and Technology Trends Vol. 06, No. 02, pp. 262 –276 (2025) 

 

269 

cyber-attacks detection. However, it has only a limited level of 
generalizability, and requires vast computational resources. 

The approaches of audit-based reputation and proven data 
possession/integrity auditing hold potential to address the issue 
of data integrity in multi-cloud environment [3, 5 & 6]. As 
creative as these frameworks may be, they do not appear to serve 
the regime of adapting to changing operational circumstances on 
a real-time basis. Also, the reviewed studies reflect that all of 
them are concerned with the efficiency, scalability, and 
compliance with the global data security standard, which is 
presented in [10 & 11]. Overall, these findings demonstrate the 
degree of significance of integrating cryptographic backbone, 
machine learning, and real-time flexibility to address all three 
elements of cloud computing simultaneously. The contributions 
give a positive background to the research proposed. 

III. METHODOLOGY 

This research method uses new developments in 
cryptography, machine learning for algorithms that look for 
strange patterns, and safe cloud architectures to keep data safe, 
make sure it's correct, and keep an eye on it in real time in the 
cloud. The proposed framework comprises three main 
components: real-time monitoring, secure data storage, and 
advanced data analysis. 

A. Framework Architecture 

Figure 4 shows the proposed framework, which is an all-
around solution for better cloud security. It does this by 
combining real-time monitoring, safe data storage, and 
improved threat analysis. Three important components are 
comprised in the framework [4, 5]. The hybrid anomaly 
detection algorithms used in this module are deep learning 
models as well as other algorithms, which are used to detect 
suspicious activities and deviations in the dynamic 
environments. This method allows for the early detection and 
mitigation of threats [5,7]. 

 

Fig. 4. Illustration of Framework Architecture 

The Secure Data Storage Module uses hybrid techniques of 
attribute-based encryption (ABE) and lightweight algorithms to 
ensure data confidentiality, integrity, and scalability. PDP is 
incorporated in this module efficiently for the purpose of 

verifying data integrity. The last one is an analysis module that 
uses machine learning models [11]. These models, called 
random forests and support vector machines (SVMs), assess 
risks and identify complex patterns of security threats [13]. 
These components can be integrated to form a framework with 
a modular design and integration, which suits real-world multi-
cloud environments. The following components comprise the 
proposed framework: 

1) Real Time Monitoring Module 
This module is used to detect potentially suspicious activity 

or threats in the cloud environment as early as possible. By 
coupling the deep learning-based approaches [7, 12] for 
anomaly detection, real-time monitoring is achieved even as 
they are adept at finding the subtle deviation in the data patterns. 
Deep neural networks showed an ability to achieve very high 
accuracy in detecting anomalies, as shown by [9]. Using these 
techniques, the framework strengthens its ability to discern 
cyber threats in a dynamic cloud. On the other hand, hybrid 
techniques, which are a mix of supervised and unsupervised 
learning models [1], make detection work better when there isn't 
a labelled dataset available. 

2) Secure Data Storage Module 
The part that handles secure data storage employs hybrid 

cryptographic techniques such that the data is confidential, 
authentic, and of integrity. Then fine-grained access control is 
provided using attribute-based encryption (ABE) [2, 8], which 
allow only the authorized users access to the sensitive data. To 
make the solution scalable for a multi-cloud environment, we 
incorporate lightweight cryptographic algorithms [6, 14] to 
minimize the computational overhead. It also incorporates 
provable data possession (PDP) [5] so that users can verify data 
integrity without processing the entire dataset. This combination 
employs a cryptographic method that is both highly secure and 
operationally efficient. 

3) Analysis Module 
The analysis module achieves advanced threat assessment 

and pattern recognition using machine learning models. The 
trained models are trained on different types of datasets, such as 
real-world cyberattacks [10, 13]. To predict and assess risks, 
techniques like random forests, support vector machines 
(SVMs), and deep learning are used Previous research [7, 12] 
indicates that the machine learning pipeline of the framework is 
composed of data preprocessing, feature selection, and iterative 
model optimization. Statistical methods like cross-validation 
ensure the reliability and accuracy of these models in real-time 
situations. 

4) Software and Tools 
The proposed framework is implemented using a 

combination of software tools and platforms. Machine learning 
algorithms are developed in Python, and cryptographic methods 
are integrated into it. Model training and evaluation are carried 
out with libraries such as TensorFlow, PyTorch, and Scikit-learn 
[7, 13]. MATLAB performs statistical metrics to evaluate the 
model performance and visualizes data patterns. 

Deployment platforms of the framework are found in cloud 
services like Amazon Web Service (AWS) and Microsoft Azure 
so the framework can work in a real-world environment. On the 
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other hand, these platforms offer scalable resources for data 
processing, storage, and computational tasks [11, 14]. The real-
time monitoring and the logging of system activities are 
integrated with AWS’s CloudWatch as well as Azure Monitor 
to build up the overall security infrastructure. Secondly, network 
traffic analysis-based tools such as Wireshark are used, while 
Docker containers are advocated for consistent deployment for 
the app on different cloud platforms [9]. These tools allow for 
seamless framework execution and validation through their 
integration. 

B. Data Collection and Validation 

1) Data Collection 
The data used by this research comes from simulated cloud 

environments as well as publicly available datasets. For machine 
learning models, partly datasets like CICIDS2017 and UNSW-
NB15 datasets [10, 13] are selected for training and testing. All 
these datasets are comprehensive records of network activities 
that handle various cyberattacks, such as denial-of-service 
(DoS), phishing, and malware. 

AWS and Azure platforms are used to create simulated 
environments, which simulate actual cloud scenarios. 
Specifically, these environments are for multi-cloud systems, 
dynamic workloads, and changing security policies, leading to 
numerous variations in how the entitlement system behaves. 
Combining public datasets with simulated data ensures a wide 
range of scenarios, which makes the proposed framework useful 
in many situations [8]. 

2) Data Preprocessing 
Data preprocessing is to clean, normalize, and extract 

features from the datasets before feeding them in for machine 
learning models. The categorical data and dimensionality are 
handled using techniques of one-hot encoding and principal 
component analysis (PCA) [6]. Typically, to address class 
imbalance issues in anomaly detection datasets, I use data 
augmentation methods are used [7]. 

3) Validation Metrics 
In particular, statistical metrics such as accuracy, precision, 

recall, F1 score, and area under the receiver operating 
characteristic curve (AUC-ROC) [10, 11] are used to evaluate 
the effectiveness of the proposed framework. These metrics 
provide a quantitative evaluation of the framework by assessing 
its ability to detect anomalies and maintain data integrity. 

To make sure of the reliability of the machine learning 
model, cross-validation techniques such as k-fold validation are 
applied [7]. Past work [5, 14] has evaluated the cryptographic 
methods on the basis of their computational efficiency and 
scalability. Additionally, simulated environments stress tests the 
framework's resilience in high workload and threat 
environments [3]. 

C. Workflow of the Framework 

What is novel about this methodology is that it is holistic: it 
creates an application using cryptographic techniques and ML 
integrated into a secure cloud architecture. Unlike prior works 
that focus on specific areas within cloud security, our framework 
combines a lot of different components into a single solution, 
which leads to a higher flexibility and effectiveness in practical 

scenarios [1, 8]. Among the contributions towards the cloud 
security field, the main contribution is the use of hybrid 
cryptographic methods and sophisticated anomaly detection 
algorithms. This proposed methodology can follow a systematic 
workflow to integrate the components smoothly. 

1) Data Collection and Preprocessing: Public datasets and 

simulated cloud environments serve to acquire data from 

different sources. It is important that the data themselves are 

consistent, so preprocessing is essential to ensuring data 

quality. 

2) Hyperparameter Tuning and Model Optimization: 

Machine learning models are trained on processed data with the 

use of hyperparameter tuning for the best model performance 

[7]. 

3) Framework Deployment: We deploy our framework on 

the cloud platforms, which have a real-time monitor, secure 

storage, and analysis modules integrated. 

4) Evaluation and Iteration: The framework is evaluated 

with statistical metrics, and iteration is performed based on 

validation results [12]. 

D. Ethical Considerations 

This research is ethical because data collection respects 

privacy and confidentiality standards. Simulated environments 

use no sensitive or proprietary information and comply with the 

respective licenses of the public datasets used. Security 

measures, such as encryption, are used to prevent unauthorized 

access to the research data [2, 6]. 

IV. RESULTS AND DISCUSSION 

This section discusses a thorough analysis of the 
experimental results corresponding to the implementation of the 
proposed framework. The evaluation encompasses a number of 
dimensions, including anomaly detection, cryptographic 
efficiency, multi-cloud scalability, and system performance. The 
findings are consistent with research objectives and the 
methodological framework, which makes them both credible 
and relevant. 

A. Anomaly Detection Performance Analysis  

The proposed framework leverages a hybrid machine 
learning model for anomaly detection, combining supervised 
and deep learning techniques to improve accuracy and 
scalability. The hybrid model integrates Random Forest (RF) 
with Deep Neural Networks (DNN) to optimize feature 
extraction and classification. The RF model is used for feature 
selection, reducing computational complexity by selecting the 
most significant features, while the DNN model is employed for 
anomaly classification. This combination enhances both 
detection accuracy and computational efficiency, making it 
well-suited for large-scale, real-time applications 

Algorithm 1. Hybrid Random Forest and Deep Neural 
Network Model for Anomaly Detection 

Input: CICIDS2017 and UNSW-NB15 datasets 
Output: Classified network traffic as Normal or Anomalous 

Step 1: Data Preprocessing 
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1. Load dataset D (CICIDS2017, UNSW-NB15). 

2. Perform data normalization and handle missing 

values. 

3. Convert categorical variables into numerical 

representations. 
Step 2: Feature Selection using Random Forest (RF) 
4. Train RF model on dataset D. 
5. Extract feature importance scores. 
6. Select top-k features based on importance scores. 

Step 3: Anomaly Classification using Deep Neural 
Network (DNN) 
7. Construct a multi-layer DNN with dropout 
regularization. 
8. Train the model using the selected k features. 
9. Apply softmax activation for classification. 
10. Optimize performance using Adam optimizer and 
cross-entropy loss function. 

Step 4: Evaluation 
11. Compute evaluation metrics: Accuracy, Precision, 
Recall, and F1-score. 
12. Compare performance against baseline ML models 
(RF, SVM, DNN). 

  Return: Final anomaly classification results. 

The results indicate that the hybrid model i.e., DNN 
outperforms standalone models, achieving a detection rate of 
98.3% with a low false positive rate (1.2%), demonstrating 
robustness in identifying anomalies in real-time cloud 
environments. The combination of RF for feature selection and 
DNN for classification ensures a balance between 
interpretability and high predictive performance, making it 
suitable for security-sensitive applications. 

This research improved anomaly detection accuracy by 
using a hybrid machine learning approach that leveraged both 
supervised and deep learning models. We assessed the 
performance of different models using standard evaluation 
metrics on the CICIDS2017 and UNSW NB15 datasets. The 
Key Performance Indicator of each model is in Table III. 

TABLE III.  PERFORMANCE METRICS OF ANOMALY DETECTION MODELS 

Model Accuracy 
(%) 

Precision 
(%) 

Recall 
(%) 

F1 Score 
(%) 

AUC-
ROC 
(%) 

Random 
Forest 

95.8 94.2 93.7 94.0 96.3 

Support 
Vector 
Machine 

93.4 91.8 91.0 91.4 94.7 

Deep 
Neural 
Networks 

97.6 96.1 95.8 96.0 98.1 

Table III shows an AUC-ROC score of 98.1% and a 
maximum accuracy of 97.6%. This shows that Deep Neural 
Networks (DNN) are good at finding the oddities. The hybrid 
model that was made by combining Random Forest and DNN 
improved the performance of detection, especially when it came 
to telling the difference between real and fake network traffic 
threats. The idea behind this method is to combine the strengths 

of Random Forest and DNN feature extraction to build a strong, 
scalable system for anomaly detection. 

Figure 5 presents the key performance of the anomaly 
detection model, based on comparisons of accuracy, precision, 
recall, F1-score, and AUC-ROC metrics. Moreover, both 
Support Vector Machines (SVM) demonstrated remarkably 
consistent precision, yet they were unable to handle data that 
was imbalanced. Ultimately, the trade-offs between 
computational efficiency and model interpretability confirm the 
need for the integration of hybrid methodologies for real-time 
anomaly detection in a dynamic cloud environment. These 
results indicate the need for deep learning applications in 
dynamic cloud security. 

 

Fig. 5. Comparison of  Model Performance Metrics 

B. Cryptographic Efficiency Evaluation 

The cryptographic module integrates a hybrid encryption 
approach combining Attribute-Based Encryption (ABE) with 
lightweight cryptographic algorithms to ensure secure data 
storage and transmission. This method enhances data security by 
enforcing fine-grained access control while minimizing 
computational overhead, making it an efficient solution for 
protecting sensitive information in cloud environments. 

Algorithm 2. Hybrid Attribute-Based Encryption (ABE) 
with Lightweight Cryptography 

Input: User attributes, access policies, data blocks 
Output: Securely encrypted and verified data 

Step 1: Key Generation 
1. Generate master key and public key. 
2. Assign user attributes and define access control 

policies. 
Step 2: Encryption Process 
3.  Apply Attribute-Based Encryption (ABE) for role-  
based access control. 
4.  Use lightweight encryption (e.g., AES) for fast data 
encryption. 
5.  Encrypt data blocks separately to reduce 
computational latency. 

Step 3: Decryption Process 
6. Verify user attributes against ABE access policies. 
7. Decrypt data using AES if user is authorized. 
8. Ensure that access control policies are strictly enforced. 



Himanshu and Arri/ Journal of Applied Science and Technology Trends Vol. 06, No. 02, pp. 262 –276 (2025) 

 

272 

Step 4: Integrity Verification 
9. Generate hash values for encrypted data with SHA-256. 
10. Compare hash values during retrieval to detect 
unauthorized modifications. 

Return: Secure storage and retrieval of cloud data with 
confidentiality, integrity, and controlled access. 

The experimental results demonstrate that the hybrid 
cryptographic approach maintains high security while 
minimizing encryption and decryption times. The computational 
load remains low at 4.3 ms/MB, ensuring efficiency in large-
scale cloud environments. Compared with traditional encryption 
methods, this hybrid approach provides enhanced scalability and 
adaptability while ensuring data confidentiality and integrity. 

This research investigated the computational efficiency of 
the Secure Data Storage Module in terms of encryption, 
decryption, and integrity verification. Table IV outlines the 
cryptographic performance under varying dataset sizes. 

TABLE IV.  CRYPTOGRAPHIC EFFICIENCY METRICS 

Operation Data Size (MB) Time (ms) Scalability 
(Requests/sec) 

Data Encryption 10 4.2 1200 

Data Decryption 10 3.7 1250 

Integrity 
Verification 

10 2.5 1400 

Data Encryption 50 5.8 1150 

Data Decryption 50 4.9 1200 

Integrity 
Verification 

50 3.2 1350 

 

According to the experiment on the cryptographic module in 
Table IV, the results demonstrate efficient scalability with the 
help of a hybrid encryption mechanism that merges attribute-
based encryption (ABE) and lightweight cryptography. Integrity 
verification also had the fastest execution time (~3 ms), which 
is also feasible for performing in real-time cloud security. This 
shows that the proposed hybrid cryptographic framework 
provides high computational efficiency in encryption and 
decryption times as the data size increases from 10 MB to 50 
MB. 

Figure 6 shows encryption, decryption, and integrity 
verification times for the cryptographic operations, taking into 
consideration different data sizes. This proves that the proposed 
cryptographic module works well because it can be used in real 
time in environment with multiple clouds. The lightweight 
cryptographic techniques employed guarantee high 
computational efficiency with optimum security. Running on 
lightweight cryptography, the framework obtains optimal 
security at a negligible computational overhead by combining it 
with ABE. This hybrid approach provides a guard between 
security robustness and real-time performance efficiency that is 
very well suited for multiple cloud environments. 

 

Fig. 6. Cryptographic Operation Times vs Data Size 

C. Framework Validation in Multi-cloud Environments 

The framework was deployed on AWS and Azure to validate 
its scalability and performance under dynamic workloads. A 
hybrid load-balancing mechanism was implemented to optimize 
resource allocation, ensuring that computing resources are 
efficiently distributed across multiple cloud platforms to 
enhance fault tolerance and reduce latency. 

Algorithm 3. Hybrid Load-Balancing Algorithm for 
Multi-Cloud Environments 

Input: Cloud nodes with varying workloads 
Output: Optimized workload distribution with minimal latency 
and high throughput 

Step 1: Workload Monitoring 

1. Collect real-time system metrics such as latency, 
throughput, and request rate. 

2. Identify workload distribution across different cloud 
nodes. 

Step 2: Dynamic Resource Allocation 
3.  Apply weighted round-robin for initial request 
distribution. 
4.  Utilize reinforcement learning-based optimization for 
adaptive balancing. 
5.  Continuously adjust resource allocation based on 
workload variations. 

Step 3: Performance Optimization 
6.  Adjust server allocation dynamically according to 
response time and traffic patterns. 
7.  Scale resources up or down to prevent bottlenecks. 
8.  Implement predictive analysis to anticipate workload 
surges. 

Return: Efficient workload distribution ensuring 
scalability, reduced latency, and fault-tolerance in multi-cloud 
environments. 

The results confirm that the framework sustains high 
throughput (>90%) with minimal data loss, ensuring both 
reliability and scalability. The hybrid model effectively adapts 
to increasing workloads, making it suitable for high-demand 
cloud security applications. The multi-cloud validation 
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highlights the efficiency of the framework in optimizing 
computational resources, reducing latency, and ensuring 
uninterrupted service availability. This research analysis 
deployed the proposed framework using AWS and Azure 
environments with different workloads to evaluate scalability 
and reliability. Table V presents key performance indicators. 

TABLE V.  FRAMEWORK PERFORMANCE METRICS UNDER VARYING 

WORKLOADS 

Workload 
(Requests/sec) 

Latency (ms) Throughput 
(MB/sec) 

Data Loss (%) 

1000 10.8 8.4 0.0 

2000 14.3 7.8 0.0 

3000 18.5 6.9 0.1 

5000 25.7 5.6 0.3 

 

The results of Table IV show that the framework maintains 
a low latency and high throughput while scaling up the 
workloads, validating the scalability. Further, even under peak 
loads we have negligible data loss (<0.3%); thus, its robustness 
is further confirmed. This stability is achieved by the hybrid 
anomaly detection mechanism along with real time monitoring 
and resource optimisation in cloud environment. 

Figure 7 also shows the scalability of the framework given 
the various latencies, throughput, and data loss as the workload 
varies. It achieved low latency (10.8 ms, 1000 requests/sec) and 
high throughput (8.4 MB/sec) to achieve good cloud 
performance. As the workload increased to 5000 requests/sec, 
latency rose to 25.7 ms and data loss slightly increased to 0.3%. 
The results show the system’s ability to perform well under such 
high demand scenarios. This research improves anomaly 
detection accuracy by using a hybrid machine learning approach 
that leverages both supervised and deep learning models. This is 
a critical feature that makes the framework a perfect choice for 
scalable cloud environments. 

 

Fig. 7. Latency, Throughput, and Data Loss Trends in Multi-Cloud 

Environments 

D. Overall System Performance Analysis 

To summarize, key metrics of the framework were evaluated 
holistically with efficiency and security of the framework as 
shown in Table VI. 

 

TABLE VI.  OVERALL SYSTEM PERFORMANCE METRICS 

Metric Value 

Detection Rate (%) 98.3 

False Positive Rate (%) 1.2 

Average Cryptographic Load 4.3 ms/MB 

The hybrid model achieved a high true-positive rate (98.3%) 
with a low false positive rate (1.2%) on the experiments, which 
shows that the hybrid model is capable of discriminating 
legitimate and malicious activities. Furthermore, those 
cryptographic overheads were kept low, making the usage of 
secure multi-cloud feasible. 

The key performance metrics of the proposed framework are 
shown for presentation in the detection rate, false positive rate, 
and cryptographic load in Figure 8. It shows a detection rate of 
98.3% which means that it is capable of accurately identifying 
the security threats with very few errors. An optimization of the 
false positive rate of 1.2% indicates the model maintains its 
robustness in lowering incorrect alerts. Furthermore, it keeps the 
cryptographic load at a good 4.3 ms per MB, keeping the 
computational overhead minimal while protecting data. Overall, 
these results confirm that the framework can achieve security, 
efficiency and accuracy which are balanced in multi-cloud 
environments and can be used in a large-scale deployment. 

 

Fig. 8. Overall System Performance Metrics 

E. Key Findings and Discussion 

This paper presents a hybrid cryptographic based on 
machine learning based anomaly detection which addresses 
main challenges of multi-Cloud security. The contribution of 
this work is that it's a hybrid approach (use of interpretability for 
traditional models together with the flexibility of deep learning) 
and has a multi-layer cryptographic mechanism to ensure 
security but not at the expense of performance. The framework 
is shown to outperform traditional security solutions by 
validating the experimental results. 

• Hybrid machine learning models that enable a high 
anomaly detection rate with minimal false positives. 

• High cryptographic efficiency, providing minimal 
computational overhead while retaining secure data. 

• Support scalability on real cloud environment with 
stable latency and high throughput on workloads. 
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These findings validate the practicality and efficiency of the 
approach suggested in this work for overcoming the security 
challenges in multi-cloud environments. The integration of these 
advanced machine learning and cryptographic techniques put 
forward the foundation for future research in cloud security, 
highlighting the need for hybrid solutions. 

V. CONCLUSION 

The study proposed a hybrid cloud security system that 
integrates machine learning–based anomaly detection with 
advanced cryptographic techniques to enhance the security and 
efficiency of multi-cloud environments. The framework 
provides the advantages of feature selection of Random Forest 
and the anomaly classification ability of Deep Neural Networks 
to achieve a 98.3 % detection rate and a 1.2% false positive rate. 
Simultaneously, the combinational cryptographic system, which 
corresponded to the hybrid of Attribute Based Encryption 
(ABE) and lightweight algorithms, ensured strong 
confidentiality and integrity with a low computational overhead 
of 4.3 ms/MB. Collectively, these modules balance security 
strength and computational efficiency, making the framework 
viable for enterprise environments. 

The verification of the framework on both AWS and Azure 
platforms pursued the verification of the capability to scale 
efficiently when subjected to loads of 3000 requests/second, and 
demonstrated that the framework maintained low latency, 
providing high throughput and minimal data loss. These results 
validate that the framework can not only address challenges of 
anomaly detection, data integrity and system scalability, but also 
serves as a practical model that bridges the gap between 
scholarly research and the real world practice. Although the 
framework does well, a few limitations still persist, including a 
lower accuracy level than very latest deep learning benchmarks 
and possible costs of deployment in resource-challenged or 
small-scale settings. However, the study highlights the 
flexibility of the framework and its applicability in sensitive 
areas such as banking, medical fields as well as government 
systems where both adequate security as well as high 
performance is highly required. 

Overall, the presented framework offers a scalable secure 
and enterprise-ready solution to the problem of cloud security. 
Its hybrid construction illustrates how cryptography and 
machine learning can be merged in useful ways, establishing a 
base in further-future work including quantum-resistant 
cryptography, federated learning, and explainable AI. This work 
also facilitates the development of future cloud security by 
addressing existing vulnerabilities and anticipating future 
threats, thereby offering a roadmap toward building reliable and 
trusted multi-cloud systems. 
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