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Abstract 

Microarray data plays a major role in diagnosing and treating cancer. In several microarray data sets, many gene fragments are not 

associated with the target diseases. A solution to the gene selection problem might become important when analyzing large gene datasets. 

The key task is to better represent genes through optimum accuracy in classifying the samples. Different gene classification algorithms 

have been provided in past studies; after all, they suffered due to the selection of several genes mostly in high-dimensional microarray 

data. This paper aims to review classification and feature selection with different microarray datasets focused on swarm intelligence 

algorithms. We explain microarray data and its types in this paper briefly. Moreover, our paper presents an introduction to most common 

swarm intelligence algorithms. A review on swarm intelligence algorithms in gene selection profile based on classification of Microarray 

Data is presented in this paper. 
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I. INTRODUCTION  

 Cancer research continues to be one of the leading medical 
research fields which is one of the oldest sciences [1]. Research 
in cancer causes includes a wide range of areas. For the purpose 
of analyzing the causes and potential treatment purposes of 
diseases, several biological microarray experiments have 
already been performed. Threaten tumor diagnosis is critical as 
it is commonly quite difficult to treat patients who have been 
diagnosed in final phases. They are known to have important 
keys for identifying the fundamental problems of cure and 
disease prevention. Scientists are known for elucidating 
important key knowledge that is essential to the cure and 
prevention of diseases [3].  

Deoxyribonucleic Acid (DNA) microarray data holds a 
major role in areas such as Molecular Biology and Medicine 
[4,5,6,7,8,9,10]. Profiles on gene expression may provide more 
details on accurate classification from cancer samples. This can 
be used not only for prediction but also for diagnosis, 
understanding and prognosis of the disease [11,12]. Gene 
expression microarray allows getting information about the 
expression levels of thousands of genes all at once. Microarrays 
are useful tools to investigate different aspects of gene 

expression [13,14]. Gene classifications attempt to choose the 
genes are expressed or regulated. This technology can be 
beneficial for disease prognosis and the development of models 
to detect and predict diseases from genetic profiles [4,15]. The 
technology also tackles group similar data problems as regards 
the small number of usable features. Throughout this area, it is 
best to identify appropriate features. Decisive stages to reduce 
data dimensionality are necessary [16]. It is not very easy to 
identify particular types of cancerous cells because not enough 
DNA is required. If the standard data dimensionality is high, 
the classification would be difficult and less efficient [17,18]. 

 
Fig. 1. DNA molecule and gene segment [19]. 
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Cancer classifications are included in characteristics of the 
tumors and not on their areas. Tumors may grow wherever they 
like in any cell type, and this contributes primarily to the fact 
that the classification of brain cancer is so difficult. Decisive 
stages to reduce the data dimensionality are necessary [20,21]. 
Several other genetic markers of glioblastoma ability to survive 
have been identified in the recent study [22,23,24,25]. 

Feature selection (FS) is a pre-processing step that aims to 
improve performance and to facilitate classification and 
clustering processes. FS is a kind of multi-objective 
optimization problem. Its goal is to minimize feature size and 
maximize classification or clustering performance. FS methods 
are generally classified into three categories: filters, wrappers, 
and hybrid methods. In filter approaches, features are ranked 
according to a specific criterion like Chi-squared test, 
information gain etc. and those with high rank are selected. 
Wrapper methods evaluate the performance of feature subsets 
using a learning algorithm. The features in subsets can be 
selected sequentially [26,27]. 

Swarm intelligence (SI) is cooperation between 
information-bearing particles, each of which is ruled by a 
different kind of algorithm. Typically, so called SI structures 
are made up of multiple agents, the way of which is that of a 
wide population of basic agents that are in contact with one 
another and with the world. The inspiration tends to come from 
nature, particularly from biological systems. The agents have 
very basic laws that are rigidly enforced for any specific one, 
and while there is a structured command system that governs 
what the individual agents do throughout their lives, each agent 
is an independent agent that determines when to communicate 
with another agent and when not to, contributing to a group 
action that is unfamiliar to the individual agents. (In the wild) 
some examples of social intelligence involve ant colonies, bird 
flocking, animal herding, bacterial development, and fish 
schooling [28]. 

In terms of classification accuracy, Particle Swarm 
Optimization (PSO) is effectively selected compared with other 
existing selection methods. From the review [28,29,30,31,32] 
PSO's potential benefits for the feature selection are as shown 
in: 

 PSO seems to have a strong ability to discover until the 
ideal cure is found. Different parts of the solution are 
being explored.  

 PSO is super beneficial when selecting functionality 
because the particle swarm has memory, and all 
particles understand the solution while flying in an area 
of the problem. 

 The reason the cost of implementing PSO is low is that 
it can be implemented very easily. 

 PSO performs to connect ideas from different fields into 
a solution. 

 PSO could also represent discrete and binary data.  

 PSO is faster and more efficient than other feature 
selection technique and therefore does not involve 
complex vector math. 

 PSO is a simple algorithm that is practical and effective, 
leading to promising results. 

 PSO's efficiency is nearly unchanged by the problem 
dimension. 

II. MICROARRAY DATA  

According to Global Burden of Cancer, colon cancer is the 
second most common type of cancer deaths in the world. It is 
believed that in three American men and one in five American 
women will develop colon cancer in their lifetime [33,34]. 
Microarray technology has created a large microarray data 
collection reflecting gene expression developed from tissue and 
cell samples obtained. Gene expression data normally receives 
thousands of genes (sample). Therefore, these data are well 
known for their high, detailed, and broad range of detail 
[35,36]. Microarray evidence was instrumental in cancer 
detection and classification. Most microarray data sets contain 
thousands of genes, but there are a significant number of genes 
that do not make any effect on diseases. Intelligent algorithms 
to select genes are necessary because of microarray technology 
[37,38]. Microarray technology is an approach to explain the 
gene-by-gene interactions of genes. In addition to it, the 
microarray technique can quantify genes activity from the 
entire genome into one experiment [37,39]. 

Dementia is a broad group of brain illnesses leading to a 
decrease in cognition and memory capabilities on a long-term 
basis and often gradually. Common dementia is this type of 
form Alzheimer’s Disease (AD), that represents 50% of cases 
[40]. A combination of clinical criteria such as neurological 
analysis, mental state evaluations and brain imaging is used for 
preliminary diagnosis for AD [41]. The tests of biomarkers such 
as amyloid-beta protein, tau protein expression of the 
Cerebrospinal Fluid (CSF) [42]. However, the procedure is both 
invasive and the CSF is obtained by lumbar punctures that are 
painful. Furthermore, the diagnosis of early stages of 
Alzheimer's or those with mild cognitive impairment may be 
stressful Mild Cognitive Impairment (MCI). Consequently, 
non-invasive biomarkers are important to develop, so that the 
early start diagnosis of AD or MCI may be done to preserve 
normal brain function [43]. 

The most common types of cancer in the human body are 
Leukemia [44]. Leukemia is a cancer of the blood-forming 
white cells in the marrow. WBC will be present in the blood of 
patients with cancer and is fatal. Leukemia can be categorized 
into two (2) types: chronic or acute leukemia. These types were 
classified based on when the disease starts, and the damage gets 
worst. Usually, chronic leukemia strikes individuals 
progressively and as it gets worse it compromises the adult or 
the elderly. For acute leukemia rapidly becomes critical 
condition and usually occurs in children. For a person affected 
by chronic leukemia, it will not appear at early stages as the 
stage of malignant cancer and thus the person will not have 
early signs and symptoms for the disease [45]. Chronic 
Lymphocytic Leukemia (CLL) and Chronic Myelogenous 
Leukemia (CML) are two kinds of leukemia that are a cause of 
blood cancer [46].  

In early stage of acute leukemia, the irregular cells cannot 
damage the white blood cells. In the first stage, the leukemia 
cell increases rapidly and unregulated. Acute Lymphocytic 
Leukemia (ALL) and Acute Myelogenous Leukemia (AML) 
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are two main types of leukemic (AML), “Fig. 2”, “Fig. 3” 
indicates the sample of blood microscopic images with different 
types of leukemia [45]. “Fig. 4” shown visualization of the 
process in microarray analysis.  

 

 

 

 

 

 

 

 

Fig. 2. (a) ALL. (b) AML [45] 

 

 

 

 

 

 

 

 

 

 

 
Fig. 3. (c) CLL. (d) CML [45]. 

 
Fig. 4. Visualization of the process in microarray analysis [47] 

 
Optimization algorithms are widely used in several different 

fields of study, including bioinformatics, biotechnology and 
biomedicine, which has been used to fix many different 
problems. Optimization as stated by Banga [48]. 

III. SWARM OPTIMAZATION   

Swarm intelligence is derived from the swarming behavior 
of contributes. Group dwelling allows organisms to solve the 
problems which entities cannot or cannot address. Therefore, 
swarm intelligence is an intelligent way for individuals to solve 
it to further shortcomings [49,50,51,52]. 

A. Particle Swarm Optimazation (PSO) 

One of the latest metaheuristic techniques has been 
developed by Eberhart and Kennedy in 1995, is the PSO which 
is a stochastic global bird flocking technique inspired by social 
behavior. The algorithm models the study of a problem area by 
an individual or particle population. In PSO, there are a series 
of possible solutions such as particles [41,53]. The most 
popular algorithm on the PSO [54]. This was inspired by 
collective intelligence birds [55]. The PSO's key feature is the 
easy way to exchange information, based on a few equations, 
between agents. Here, a particle is called an agent and a group 
of them form a swarm. The particles of swarm change their 
positions based on the best location obtained (collective 
experience). The efficiency of the agents is assessed using a 
fitness function as normal. This pattern allows the emergence 
of global behavior from distinct individuals [56]. In an 
optimization problem, the motions of the particles indicate 
various solutions to that problem. However, in clustering, it 
depends on whether the class is more accurate [57,58,59]. 

Optimization of Particle Swarm is a heuristic algorithm 
focused on social behavior experiment, as suggested [60]. PSO 
is originally applied to mimic the behavior and data exchange 
of flying birds to solve the issues. Fig. 5 shown the flowchart 
of general PSO algorithm. 

 

Fig. 5. Flow Chart of General PSO Algorithm [61]. 
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Fig. 6. The mechanism to handle particles movement [62]. 

 

One can observe that there have been three routes through 
which the particles move: inefficiency, cognitive and social. 
(see Fig. 6). To determine how far the particle moved, length it 
travelled in three different directions is considered [62]. 

B. Artificial Bee Colony (ABC) 

The Artificial Bee Colony Algorithm was introduced in 
2009, which is a swarm-based heuristic method. ABC is a 
multi-dimensional optimization algorithm that imitates the 
foraging behavior of bees. According to this algorithm, the 
purpose of the bees is to maximize the number of nectar sources 
and minimize the distance of the sources. For optimization 
problems, sources are represented by vectors. The vector 
dimension is the parameter number of the problem. Each source 
is a possible solution to the problem, and the source quality is 
represented by the amount of nectar; this is called the fitness 
value. Each source has a trial value and is set to 0 in the 
initialization phase. When a source is improved, this value 
remains the same; otherwise, it is incremented by 1. A colony 
has three types of bees: employed bees, onlooker bees, and 
scout bees. There is an equal number of employed and onlooker 
bees, whereas there is always a single scout bee. The algorithm 

includes four steps [63,64]. See “Fig. 8” the typical behavior of 
honeybee foraging. 

 

Fig. 7. Typical behavior of honeybee foraging [65,66] 

 

C. Ant Colony Optimazaion (ACO) 

Ant colony algorithm has been successfully implemented 
for solving complex optimization problems. An ant colony 
algorithm, which was inspired by ants who collect ant corpses 
and sort the ant larvae. Ant colony clustering has been 
successfully applied to numerous fields including image 
segmentation, text classification, and stock price prediction. 
While the classical ant colony algorithm has proved its 
usefulness in a variety of situations, it has drawbacks that need 
to be addressed. Some modifications are made to address these 
problems [67]. The flowchart of ACO algorithm shown in “Fig 
8”. 

 

Fig. 8. Flowchart of ACO [67]. 

 

PSO PSEUDO CODE 
 

Stage 1: Initialization  
The PSO is begun by a set of initial population. The primary 

population is particles by random positions and velocities. 

Stage 2: Evaluation  
For each particle, its fitness value is computed. Check each 

particle’s fitness value one through one. Evaluate by the 

present best fitness value. 

Stage 3: Compare for Obtain to Pbest 
Evaluate and compare every particle fitness evaluation by 

the current particles to get Pbest.   

Stage 4: Compare for Obtain to Gbest  
Evaluate and compare fitness evaluation by the population’s 

overall previous best to get Gbest. 

Stage 5: Calculate of Function 
Calculate of flowing functions for all particles. 

Vid = w*Vid + rand () * (Pid - Xid) + C2 *rand () * (Pid - 

Xid) Xid (K+1) = Xid (K) + Vid (K+1) 

Stage 6: Stopping criteria  
In this step, the stage 2 and 5 are iterated till the predefined 

number of generations has been achieved. The best answer 

can be generated after termination [61]. 
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IV. RELATED WORK 

Several researchers utilized evolutionary computation to 
develop solutions for selection problems. Lately, metaheuristic 
algorithms are used to carry out genetic selection, and their 
implementation has been studied. Despite the several methods 
suggested for gene selection, however, many other of them are, 
however, affected by local optimal stagnation problems and 
high calculation cost, which therefore cannot guarantee the 
optimal and significant use of metaheuristic algorithms in a 
huge search area of identified genes [68,69,70]. The researcher 
in [71] introduces the method for feature selection of 
Qualitative Mutual Information (QMI). In QMI, Random 
Forest Calculation is done, which separates correlated 
characteristics and reduces the gene redundant data. To label 
off the genes which are irrelevant, mutual information was 
utilized. MI tries to uncover each class variation on the variable. 
Random forest is an option for calculating the preference score 
in a time-intensive way, and there is a high chance of over-
fitting. The developed by [71] Considerable noise factor exists 
in the data; certain functions will be biased. This study 
discusses an enhanced version of cuckoo search and how it 
compares with cuckoo search and with harmony search.  

However, in cuckoo search, more than one limit needs to be 
improved to make the algorithm work better. But the proposed 
[72] Cuckoo searches showed credibility only as a feature with 

minimum features and evaluated. on the KNN classifier with an 
average accuracy of 99.13 percent of the data. Among the most 
often used methods for feature selection in particle swarm 
optimization, and previously, it has been advanced., it has been 
introduced by [73,74,75] for microarray data. Reference [54] 
using PSO for best fit functionality. PSO investigates the space 
for features and the number of features in the breast cancer data 
to select significant features. While [57] Pearson's correlation 
coefficient with PSO compared with Genetic Algorithm (GA) 
and a comparison between PSO and BPSO. Proposed by [55] 
proved Binary Particle Swarm Optimization (BPSO) has a 
better performance compared to GA for FS. Here, to handle 
different variables, BPSO is introduced for this research. While 
the authors in [56]. The authors used Multi-population Particle 
Swarm Optimization (MPSO) for feature selection to classify 
significant genes. MPSO develops searches better when 
compared to PSO. This is due to the PSO weakness that 
continues to fall into the local optima pit as well as the inability 
to try more varied solutions. Other than PSO, [57] He 
implemented ABC technique to choose the best genes for each 
binary optimal solution. 

ABC becomes imitative of the bees' behavior, and the bees 
are to maximize the number of sources of nectar while reducing 
the path length of them. Introduced by [76], feature selection is 
an optimization involving multiple objectives, which enhances  

 

  TABLE . I      THE REVIEW OF SWARM OPTIMAZATION ALOGORITHMS FOR MICROARRAY DATA CLASSIFICATION 

Ref. Year Methods Problems Datasets Results Feature Selection 

[82] 2020 Their hybrid 

multi-objective 

cuckoo search 

algorithm was 

developed using 
evolutionary 

operators. 

Investigate and 

select relevant 

genes with 

maximum 

accuracy. 

 Ovary  

 Lung 

 SRBCT 

 CNS 

 DLBCL 

 Prostate 

 Leukemia 

 Ovary 97.5%  

 Lung   93.7% 

 SRBCT 100% 

 CNS       73.7% 

 DLBCL 94.5% 

 Prostate 92.2% 

 Leukemia 98.8%    

Evolutionary operators. 

 

[83] 2020  PSO-SVM. 

 PSO-ENSVM. 

To choose the best 
subset of genes and 

reduce the 

dimensionality of 
the results. 

 Prostate 

 Lung 

 Breast 

 Colon 

 Breast 

PSO-ENSVM is better 
than PSO-SVM and SVM 

with RBF kernel. 

PSO-ENSVM. 

[84] 2020  Relief-F. 

 Fishers 

Score. 

 Information 

Gain. 

 SNR 

It causes high 

computational 

complexity and 
low accuracy. 

 Prostate SNR with WOA 99.48%  

Relief-F test with MBOA 

99.22 % 

Wavelet. 

[85] 2020  GA 

 RF 

high 
dimensionality 

and low sparsity 

issues by feature 
selection. 

 Colon 

 Leukemia 

 DLBCL 

 Ovarian  

 CNS 

 Prostate 

 Breast 

 Colon    96.77% 

 Leukemia 100% 

 DLBCL    100% 

 Ovarian     100% 

 CNS           93.33% 

 Prostate      98.04% 

 Breast        86.60% 

A multiple filter and GA wrapper-
based hybrid approach (MF-

GARF) that incorporates Random 

forest as fitness evaluator 
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[86] 2020 DSSA Combined 
with KNN   

Population 
diversity and local 

adaptation to 

feature selection. 

DSSA was tested 
on 23 datasets 

compared with the 

original SSA. 

Several algorithms had 
been compared by a single 

way (PSO, GA, ALO and 

GOA). DSSA is to 
constantly improve and 

compered process for 

selecting the most 
important features. 

Dynamic Salp swarm algorithm 

[87] 2020  ANN 

 ANN-GA 

The microarray 

data are usually 
high-dimensional. 

the small number 

of sample sizes and 
the coverage of 

irrelevant 

variables. gene 
noise. Thus, 

getting 

information about 
the data sets and 

seeking a 

correlation among 
attributes can be 

difficult. 

 Colon Tumor 

 Prostate Tumor 

 Lung Cancer 

 Colon Tumor 86% 

 Prostate Tumor 82% 

 Lung Cancer 100% 
 

Principal component analysis 

[88] 2018  GA-RBF To detect cancer 
on different 

magnified images, 

automation must 
be used. 

 Aster 

 Medcity 

 85.4 %. Dual-tree and double-density 2-D 
wavelet transform and its 

coefficients. 

[89] 2018  ReliefF 

 PSO and 
SVM  

Select a good 

feature 

combination in 
high dimensional 

small DNA 

microarray data. 

 Colon.  

 SRBCT 

 Leukemia 

 Lung. 

 Colon       98.1% 

 SRBCT    95.2% 

 Leukemia 90.2% 

 Lung         86.5% 

ReliefF and PSO (RefFPSO). 

[90] 2018  A Novel 

Complex 

Network and 

Hybrid 

GP+PSO 

 Find the optimal 

structure with the 

specified 

parameters. 

 Leukemia. 

 Colon. 

 Lung. 

 Ovarian. 

 Leukemia 99.6% 

 Colon        95.52% 

 Lung          100% 

 Ovarian      99/4% 

 Pearson’s Correlation 

 Spearman’s Correlation 

 Euclidean Distance 

 Cosine Coefficient 
Fisher-ratio 

[91] 2018  ABC-GA classify tumor type 

by microarray gene 
selection records 

 Leukemia. 

 Colon. 

 

 Leukemia 95.6% 

 Colon.      84.9% 

 

Support Vector Machine recursive 

feature elimination 

 

 
the predictive accuracy rates through the optimization. Through 
[77] Comparing ABC and CS-ABC, CS-ABC performed better 
than ABC with more accurate results. The premature 
convergence is handicapped by ABC. This needs CS help to 
replace its bad solutions. Other than that, [78] has used two 
archives guided multi-objective artificial bee colony algorithm 
for cost-sensitive feature selection. Two search mechanisms are 
utilized to improve the search capabilities of the algorithm. 
Nevertheless, compared to CS with a bee colony, CS has greater 
search efficiency due to its nature as a better entity than a bee 
colony. Thus, by having two archives, it will be a highly 
intricate and complex challenge. The idea that EOs should be 
used as gene selection with a metaheuristic algorithm was also 
developed based on research [79,80]. These investigations have 
shown the benefits of classical operators who can help in 
methods of classification 

EO such as crossover and mutation operators are the basis 
of the genetic algorithm’s evolution. Crossover probabilistic 
selects two chromosomes based on fitness values from the 
current population and combines them to generate offspring 
[81]. Since an operator ensures a permanent fastening of the 

population by reversing the value of bits of selected 
chromosomes into random positioning [82]. The application of 
various operators in a search space to provide the best search 
results and reduce the time it takes to search [83]. 

V. DISCUSSION 

The developments in DNA microarray technology have 
contributed to faster research work of multiple genes at the 
same time. But big data in gene expression analysis do not seem 
to be able to come up with a reasonable number of recognized 
gene expression. All by ourselves in this survey, we analyzed 
several different papers to find out which profile genes help to 
classify microarray signals. The current methods require that 
there are only a few of the algorithms for handling the data, but 
a large percentage are processed. The statistic shows that nearly 
every "PSO" algorithm is used in almost every situation in the 
world. Based on what we know about swarming and swarm 
intelligence, we believe that pursuing the quest of analyzing the 
broad spectra of existing swarm algorithms for gene selection 
profile is, at best, a probable waste of time. However, the fact 
is that some of the latest algorithms, e.g., PSO and GA are also 
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used in combination with some other techniques and present 
very promising results in gene section profile. Some of the 
novel algorithms that were developed still provided enough 
improvement in diagnosis/treatment to be considered useful 
and create an impact. Thus, as this paper intends, it is to support 
a researcher in picking out the most suitable algorithm and its 
setting for data mining tasks and endeavors. For this purpose, 
alongside the characteristics of the abundance of swarm 
algorithms for gene selection profile, it may well help to be 
aware of various practical implications of these algorithms and 
their use. Some researchers claim that different modifications, 
adaptations, and hybrids have worked very well to develop a 
very useful and practical artificial intelligence. 

VI. CONCLUSION  

Microarray devices can build databases of cancerous cells. 
Generally, training datasets used to classify cancer cells are 
rather small when compared to the huge number of genes 
involved. This paper provides a systematic survey of gene 
selection profiles for the classification of microarray results. 
Along with the review of machine learning algorithms, this 
research area has been primarily based on a limited number of 
gene fragments. We first studied several papers and tagged 
them as per table. The gene selection profile is described in each 
research paper of intelligent classification. We also showed a 
comparison between different datasets to show the comparison 
of the usage of data mining tools. 
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